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Processing module

 |nsure that there is network traffic exchanged
between nodes

« Checks tracepoints are enabled
« Dispatch those events to the matching module
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Matching module

 Forming events as a group
- TCP: one to one

- UDP: one to many
- MPI: mix

Node1 Node?2
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Synchronization based on accuracy

Phase 1) All connected nodes have to be synchronized
and accuracies will be estimated

0-1 :sentb received 5
0-2 :sent3 received 2
0-3 :sentb received 5
@ 0-4 :sent0 received 0
- 1-2 :sent8 received 7
1-3 :sent?2 received 3
1-4 :sent13 received 12
2-3 :sent0 received 0
2-4 :sent0 received 0
3-4 :sent? received 8
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Synchronization based on accuracy

Phase 1) All connected nodes have to be synchronized
and accuracies will be estimated
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Synchronization based on accuracy

Phase 2) The best accuracy will be achieved by an indirect
route combining the drift/offset of two links
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Synchronization based on accuracy

Phase 3) A reference is determined by using a shortest
path search based on the accuracy of the approximation
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. 0 244 022 24 519
(24) N2 256 244 0 266 4.84 1253
N3 01 022 266 0 262 563
N4 252 24 484 262 0 124
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Synchronization based on accuracy

Phase 4) Recalculate the offset and drift based on

reference node path

NO

N1
N2
N3
N4

0.996567 5.3994e+9

1 0

0.561756 3.57928e+10
-6.69055 4.60771e+11
4.54918 -2.45135e+11

Total time 0.292372
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Synchronization based on time

Phase 1) Find Maximum Spanning Tree based on the
number of network traffic exchanged packet
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Synchronization based on time
Phase 2) Find reference node based on: m\‘\

- MST

- Main graph M
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Synchronization based on time

Phase 3) Calculate offset and drift between nodes
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Synchronization based on time

Phase 4) Recalculate the offset and drift based on
reference node path

0.996567 5.3994e+9

N1 1 0
N2 0.561756  3.57928e+10

N3 -1.05667 2.08485e+11
N4  4.54918 -2.45135e+11

Total time 0.241690
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Comparison Accuracy vs. Time

NO

N1

N2

N3

N4

Total time

drift offset drift offset
0.996567 5.3994e+9 0.996567 5.3994e+9

1 0 1 0

0.561756 3.57928e+10 0.561756 3.57928e+10

-6.69055 4.60771e+11 -1.05667 2.08485e+11
4.54918 -2.45135e+11 4.54918 -2.45135e+11
0.292372 0.241690
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Comparison Accuracy vs. Time

Accuracy Sync connected Find better Reference Recaculate
nodes accuracy Node Drift & Offset
Time MST Reference Sync connected Recaculate
Node nodes Drift & Offset
Accuracy very low buffering time
Time time buffering

19 Tracing and monitoring distributed multi-core systems




Future work

« Real computer cluster
« Effect of physical distances and network latency
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Future work
Streaming Trace Synchronization

« Sliding window
« Combine with convex hu
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Thank you
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