System Health Monitoring
and
Proactive Response Activation

Alireza Shameli Sendi
Michel Dagenais

DORSAL

May 11, 2011
Ecole Polytechnique, Montreal



» Architecture

» Prevention

»  Taxonomy of Intrusion Response Systems (IRS)
» An overview of development of IRS

» Prevention architecture

b

Proactive Response module

b

Strategy module

b

Response Coordinator module

b

Prepare module

b

Manager module
»  Conclusion

» References

System Health Monitoring and Proactive Response Activation



Architecture
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Prevention

« Prevention component selects an appropriate level of
responses and applies proactive responses with the
objectives of:

- Preventing the problem growth
- Returning system to the healthy mode

« Selected responses have to be the best set of
responses respect to:

- Predefined strategy
- Impact to network
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Taxonomy of Intrusion Response Systems
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Development of IRS in the last two decade

Typeof  pick Assessment  Res Adjustment ~ Predicti Ir:lrleutlﬁﬁc-t R R Leyel of
Intrusion Response Sysem (IRS)  ppliciey  Sevetion Risk Criteria  Effectivencss  Ability  abilty  step  Execution Feedback Responses Locality
Assessment Attack per attack
DCE&A (Fisch) - 1996 - Dynamic Mapping - - - - . - - non-adaptive . Reactive . No . Burst - - . One - Local
CSM (White et al.) 1996 Dynamic Mapping . - - - non-adaptive = Reactive No Burst - One Local
EMERALD (Porras and Neumann) 1997 Dynamic Mapping - - - - non-adaptive =~ Reactive No Burst - One Local
BMSL-based response (Bowen et al.) 2000 Static Mapping . - - - non-adaptive  Reactive No Burst - One Local
SoSMART (Musman and Flesher) 2000 Static Mapping - - - non-adaptive = Reactive No Burst - One Local
PH (Somayaji and Forrest) 2000 Static Mapping - - - - non-adaptive = Reactive No Burst - One Local
Lee's IRS 2000 Cost-sensitive . Static - Static non-adaptive = Reactive No Burst - One Local
AATRS (Curtis and Carver) 2001 Dynamic Mapping - - - - Adaptive Reactive No Burst - One Local
SARA (Lewandowski et al.) 2001 Dynamic Mapping . - - - non-adaptive  Reactive No Burst - One Local
CITRA (Schnackenberg et al.) 2001 Dynamic Mapping - - - - non-adaptive = Reactive No Burst - One Local
TBAIR (Wang et al.) 2001 Dynamic Mapping - - - - nor-adaptive = Reactive No Burst - One Local
Network TRS (Toth and Kruegel) 2002 Cost-sensitive Static - Static non-adaptive ~ Reactive No Burst - One Local
Tanachaiwiwat 's IRS (Tanachaiwiwat et al.) 2002 Cost-sensitive Static - Static non-adaptive = Reactive No Burst - One Local
Specitication-based IRS (Balepin et al.) 2003 Cost-sensitive - Static - Static non-adaptive = Reactive No Burst - One Local
ADEPTS (Foo et al.) 2005 Cost-sensitive - Static - Static Adaptive Proactive No Burst - One Local
Stakhanova's IRS (Stakhanova et al.) 2007 Cost-sensitive Static = Static Adaptive Proactive No Burst = One Local
DIPS (Haslum et al.) 2007 Cost-sensitive Dynamic Attack metrics - non-adaptive  Proactive Yes Burst - One Local
IRDM-HTN (Mu and Li) 2010 Cost-sensitive Dynamic Attack metrics Static non-adaptive = Reactive No Retroactive Ogi? One Local
Proposed Model 2012 Cost-sensitive Dynamic Att;;:t:rrljt;icmst:nd Dynamic Adaptive Proactive Yes Rﬂtgﬁr?: Ve It;:;:: \l‘[;l:ll Global
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Prevention
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Proactive Responses Module

« Set of 40 Proactive Responses based on interviews of industrial sites
including Revolution Linux

» Different types of Proactive Responses:

 Permanent vs. Transient
- PR _ALLOWED HOSTS/PR_TRANSIENT DROP_PING PACKETS
« Parametric vs. Non-Parametric
- PR _REMOVE USER/PR_RESET
o Pattern vs. Non-Pattern
- PR _IPTABLE/PR LOCK USER
« Strict vs. Non-Strict (limiting the resources consumed)
- PR KILL_PROCESS/PR _MAX FILE LOCKS:

<domain> <type> <item> <value>
smith soft nofile 500
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To react against attacks, we have designed four strategies to evaluate all

Strategy Module

responses:

MAX-Confidentiality (C)
MAX-Integrity (I)
Availability (A)

Performance (P)

Positive effect on the attacked resource

MNegative effect on other

resources

C | A P A P
PR_ISOLATE_SUBNET_NETWORK 0.5 0.4 0 0.6 1 0
PR_REMOVE_USER 1 1 0 0.5 1 0
PR_CHANGE_FILE_OWNERSHIP 1 1 0 0 1 0.2
PR_ALLOWED_HOSTS 0.2 0.1 0 0.3 0.5 0
PR_START_ANTIVIRUS_ANALYSIS 0 0.2 0 0 0.1 0.7
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Prevention Architecture

Prevention Automated Fault
Identification
- Strategy e / Prepare \ i
% Alm:i:y % i Alert (Confidence Level) f Alert }
vailability - E——
| Cnnfidentiality _J w;:,:mm SEIEﬂL:::JDI'ISej‘_ / “anager T Hwtomlmlzatlnn
[ \
| Performance ) Lamii o
. SOnRaton J‘ Prediction
N Change Response) @® . | Establish
B .E\ Ordering }_N % % —— bi Remote
Select . "
Responses (PR) o W—J He:::ses | | = oamontian, Online Risk
@ DROP_PING_PACKETS | i sl _I_ Assessment
@L NOT_ALLOWED HOSTS J \ o ¢ _ Open |
@ KILL PROCESS | \ A /" Run Plans ‘ Cha"nELl
(4)  removEuser | Log applied respanses | PR Queue ) I
————| | 18 J— i O .
(Smace ruromerae Response Coordinator (RC) Sscond Round First Round | | App]
@h MAX_FILE_LOCKS | j ¥y
@f CHANGE MAX LOGINS | Application Status
- — = | Network Services Status |
: | Local Services Status |
Kernel Status | Global\Decision

(_'\;D' DELETE_FILE

Physical Status | )

System Health Monitoring and Proactive Response Activation 10



Response Coordinator Module

All of the proposed response mechanisms focus on the local view of threats and
responses and do not have a general view of the network status

We divide the system status into five general categories:

Application Status
Network Services Status
Local Services Status
Kernel Status

Physical Status

The goal of Response Coordinator is:

Take a general overview of an attacker's goal in a distributed environment

Discover major health problems of the whole network

Decide a policy suited for the organization

Help the select response level process to select the more appropriate levels
of responses
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Relationship between PR & RC

Each response is associated with one or more Response Coordinator (RC) category

Each RC category has a weight which represents the importance of the category for the organization
(WA, WNS, WS, WK, Wp)

We activate the categories associated with a response when the sum of the values of the hosts (which
applied this response) is greater than a threshold

z Vi > THRESHOLD , n is a subset of hosts that a specific response has been applied on them
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Prevention Architecture
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Prepare Module (1)

Is responsible to select a set of responses

This module is composed of two processes and two databases:
« Relationship between PR&FSM DB
 Plans_history DB
« (Change_response_ordering process

« Select_response_level process

System Health Monitoring and Proactive Response Activation
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Prepare Module (2)

* Relationship between PR&FSM DB:

« Each attack pattern is associated with a FSM

 For each defined FSM, multiple response actions can be defined in advance

 Each level is separated into two phases called two-phase-act

- The first phase is composed of the non-disruptive responses

- The second one can trigger responses that may disrupt the availability of the

embedded remote TCF agent

~ - Detection \ Two-Phase-Act
f/' \\
% Weight = 10% | S B —
I PR11 = PR7 PR9 | PRT PR 2 Level 1
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(oI , e N N N\ i e N ~N
. (83 > weight =30% PR12 PR8  PR9 PR1 PR4  Level3
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Prepare Module (3)

 Plans_history DB:

 Alog file to store: Target IP, User Name, Date, Time, Resource, Alert Name,
Level Id, Round Responses and Round Success

« Change_response_ordering process:

* Is responsible to order the responses of the selected level

» There are two phases in each level. Ordering algorithm has to be done in each phase
separately

Response Effectiveness = [(Positive_effect) - (Negative_effect)] * Goodness
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Prepare Module (4)
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Prepare Module (5

« Select response_level process:

» Local Decision: comes from Plans_History DB that has all history about the target host

»  Global Decision: comes from Response Coordinator module which has a general overview of an attacker's

goal in a distributed environment

» If the compromised state of prediction component indicates that a multi-step attack will compromise the

system in a close future, the select_response_level process selects the last level of response without any

processing
Prepare ¢
— Policies for Dynamic Response Selection
Relationship between Select ResPonse _ Prediction e e
Policy o Local Condition Global Condition Level
PR & FSM Level condition
A RC.index = low level = 1
Level There is not any information in
P1 FALSE . RC.index = Medium level = 1
\ plans_history
@ @ @ RC.index = high level = 2
I8 A
Change Response (There is related information in|RC.index =low level = current_level
: @ @ plans_history) and (Previous status . — . _
Orderlng P2 FALSE was successful) and (Time of RC.index = Medium level = current_level
L3 @ @ @ previous run is far to current time) RC.index = high level = current_level + 1
_— —
(There is related information in|RC.index =low level = current_level
P3 FALSE plans_history) and (Previous status RC.index = Medium |level = current_level + 1
was successful) and (Time of
previous run is near to current time) | RC.index = high level = current_level + 2
\GOOdness Local Decision (There is related information in | RC.index = low level = current_level + 1
P4 FALSE plans_history) and (Previous status RC.index = Medium |level = current_level + 2
was not successful) and (Time of
previous run is far to current time) RC.index = high level = current_level + 3
Response COOI‘dInatOI‘ (There is related information in|RC.index = low level = current_level + 2
P5 FALSE plans_history) and (Previous status RC.index = Medium level = last_ level
was not successful) and (Time of
Index previous run is near to current time) | RC.index = high level = last_level
Global Decision P6 TRUE - - level = last_ level
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Prevention Architecture
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Manager Module (1)

« Receive alerts from the detection, online risk assessment and prediction components and
activate the prevention mechanism if the below condition is true:

Risk index * Confidence level > Threshold

 Create a channel to the target computer using the Target Communication Framework
(TCF) facility

* Apply the first round of Proactive Responses on target computer

« Send the next round of Proactive Responses based on Risk Index of network

// Detection \ £ Prevention 2
FSM | ,
. \ Confidence Level = 10% + 20%+ 40% = 70%
~p Weight = 10% | ﬁ Manager Module
— N . |
—» Weight = 20% | N N /!
T ‘ [ Risk Assessment
~ B Weight = 40% C Risk Index
R | A A
@ P Weight = 30% /;:jjt:x‘
S ‘ esources )
\ / \\ e ///
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Manager Module (2)

» Why Retroactive-burst approach?
« Burst approach

- Disadvantage:

» Cost in performance caused by applying all responses
- Advantage:

v Does not have any delay to mitigate the attack
» Retroactive approach

- Disadvantage:

v Attacker has quite some time between responses
v Measurement is not accurate enough after applying each response

- Advantage:

v It tries to control the cost in performance by measuring the risk index
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Manager Module (3)

 The Run_Plans process is the core of prevention framework and has the retroactive-burst
execution ability

* A round-based response mechanism is proposed

Risk Index
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Conclusion

« System health monitoring with the following characteristics:

Response actions are triggered automatically
Response selection model is cost-sensitive
Application of responses is adaptive
Response actions are triggered proactively

Response effectiveness is dynamic and is based on previous
success or failure of response

Multi-level responses are available for each attack pattern
A global index of system health is available

Deeper knowledge of operating system such as resource graph
(provided by LTTng) lead us to have an accurate online risk
assessment
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